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ABSTRACT 

As a multi-resolution analysis, wavelet transformation tool has been used to detect contingent outliers in 

time series data with no need to specify a model for the data. The objective of this article is to design an 

orthonormal wavelet system that optimizes the wavelet-based outlier detection procedure. In addition, we 

show that regardless of the selected base functions, the existing wavelet-based methods extract two 

adjacent suspicious observations so that probably one of them is an outlier. Therefore, we modify the 

wavelet-based outlier detection scheme by introducing a transformation matrix consisting of our designed 

wavelet filters that can be used to detect outlying observations without the above-mentioned ambiguity.   

In a numerical example, a sample observation vector is analyzed using our scheme. At the same time, a 

robust statistical approach- modified z-score method- has been used to evaluate the capability of our 

desired wavelet-based procedure. The results were completely reliable and comparable. 
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1. Introduction 

Physical quantities belong to infinite-dimensional spaces; 

this means, in order to determine the true value of any given 

quantity, one should measure it indefinitely. However, in 

practice, only a sample of a population corresponding to the 

desired quantity will be used to estimate the most probable 

approximation to the truth. One of the first and important 

tasks to accomplish when processing observations or time-

series data is the detection of outlying observations. 

According to a general definition, an outlier is an observation 

in a dataset which appears to be inconsistent with the 

remainder of that set of data (Wichern & Johnson, 1992). 

So far, several methods have been proposed to detect 

outlying observations. Malik et al. (2014), comparatively 

analyzed the main outlier detection techniques. In general 

terms, these methods can be grouped into two categories: 

parametric (statistical) and nonparametric approaches. Some 

of these schemes are robust techniques since they are  

minimally affected by outliers. 

 

 

Wavelet transformation, as an efficient tool for 

decomposing time series into fine and coarse parts, was 

primarily used to detect outliers in time series by Bilen & 

Huzurbazar (2002), with no need to fit an initial model to the 

observations. They proposed a wavelet-based outlier 

detection procedure, which used the wavelet coefficients 

resulting from the Discrete Wavelet Transform (DWT) of the 

time series, based on Haar wavelet and scaling functions. 

The powerful properties of wavelet transformation for 

detection of outliers such as robustness, simplicity, fastness, 

and automatability have led to the use and development of 

the wavelet-based methods for this purpose (see for example, 

Barua & Alhajj, 2007; Grané & Veiga, 2010; Silva, I. & 

Silva, M.E., 2016; Ranta et al., 2005).  

One of the powerful points of the wavelet transform is that 

the wavelets, as the base functions, are adjustable and 

adaptable. In other words, the wavelet transform is an infinite 

set of various transforms, depending on the wavelet used for 

its computation (Burrus et al., 1997). Unlike many other 

signal expansion systems, the wavelets can be designed to fit 

individual applications. Burrus et al. (1997) introduced the 
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most commonly-used wavelet families, such as Daubechies, 

Coiflets and, so on, each giving the signal representation, 

decomposition, or compression from different points of 

view. All aforementioned wavelet-based outlier detection 

studies made use of Daubechies wavelets because of yielding 

more significant wavelet coefficients at times corresponding 

to outliers in the original series. In this research, we design 

an orthonormal wavelet system that improves the ability to 

maximize the wavelet coefficients at times where there are 

outliers. Moreover, the existing wavelet-based methods 

extract two adjacent suspicious observations so that probably 

one of them is an outlier. Typically, this ambiguity needs to 

be resolved in a decision-making process. Accordingly, we 

modify the wavelet-based outlier detection scheme, by 

introducing a transformation matrix consisting of our 

designed wavelet filters that can be used to detect outlying 

observations without the above-mentioned inexactness. 

The rest of this paper is organized as follows. In section 2, 

we briefly review some foundations of the wavelet 

design andescribe how to3, wetransform. In section

appropriate wavelet system for detection of outlying 

observations, and then present our modification approach to 

detect outliers without ambiguity. In Section 4, a numerical 

evaluation based on the proposed method is given. At the 

same time, a robust statistical approach- box plot method- is 

used to evaluate the capability of our modified wavelet-based 

scheme that shows the effectiveness of our desired scheme. 

Finally, we conclude the paper in Section 5.  

 

2. A brief background on wavelets and wavelet 

transformation 

     According to wavelet terminology (Burrus et al., 1997), 

the wavelet expansion of a function f(t) will be 

  + +
f(t) = d t

k =- j=- j,k j,k
 

 
 

                            (1) 

Where d
j,k

s are the expansion coefficients at scale j and 

time translation k and the wavelets  ψ t ,
j,k

as the base 

functions are constructed by translating and stretching the 

main producer function, known as mother wavelet  ψ t     

   j
ψ t = ψ 2 t - k

j,k
                                                          (2) 

The coefficients d
j,k

in the wavelet expansion (1) are called 

the discrete wavelet transform (DWT) of the signal  f t . 

In order to separate the coarse and fine parts of the analyzed 

signal, one may use some other base functions called scaling 

functions  φ t
k

, along with wavelets, as follows 

     j+ + +
f t = c φ t + d ψ 2 t - k

k =- k =- j=0k k j,k
  

   
   (3) 

where, the scaling functions  φ t
k  are translated versions 

of a basic scaling function  φ t  as 

     φ t = φ t-k
k                                                             (4) 

In expression (3), the first part consists of the coarse 

information of the function and the details are reflected in the 

second part; such that the bigger j, s the more obtained 

details. 

The coefficients in expressions (1) and (3) are called the 

discrete wavelet transform (DWT) of the signal. If the base 

functions construct an orthonormal basis, the expansion 

coefficients are computed using the inner products of  f t  

with the corresponding wavelet or scaling functions. 

In practice, the fast and simple discrete wavelet transforms 

and their inverts can be implemented based on the 

multiresolution analysis proposed by Mallat (1989) and 

improved by Beylkin et al. (1991) in which, one does not 

need to deal directly with the scaling functions and wavelets. 

Instead, the wavelet-based computed fine and coarse parts of 

a time series can be computed using highpass (wavelet) and 

lowpass (scaling) filters, with impulse responses  h n  and 

 g n ,respectively. Li (1996) briefly explained these 

procedures for a given sequence of a signal.  The relation 

between these scaling filters can be obtained as follows (Li, 

1996) 

     
n-1

g n = -1 h -n-1                                                    (5) 

One of the attractive and unique features of the wavelet 

transform is the possibility of designing the scaling and 

wavelet filters to meet some desired properties, after 

satisfying the necessary conditions for the existence and 

orthogonality of the base functions. The following equations 

will guarantee the existence and orthogonality conditions, 

respectively (Burrus et al., 1997) 

 N
h n = 2n=1                                                             (6) 

      1 if k =0N h n h n - 2k =
n=1 0 Otherwise

     (7)    

where N is the support or length of  h n , which must be an 

even number (Burrus et al., 1997). 
andthe existenceif(7) state thatandExpressions (6)

fulfilled,orthogonality of the base functions is N
+1

2

equations must be satisfied, which leaves N
- 1

2
degrees of 

freedom to design the N values of scaling filters. 

 

ofdetectionformodificationanddesign3. System

outliers 

     The first wavelet system with the possibility of designing 

the filtering coefficients has a length of N=4, because in this 
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case, there is one degree of freedom after satisfying the 

constraints of equations (6) and (7). Let angle α be the 

parameter corresponding to the remaining degree of 

freedom.  The following scaling filters will be achieved as 

(Burrus et al., 1997) 

 
   

 
   

 
   

 
   

1 - cos α + sin α
h 0 =

2 2

1 + cos α + sin α
h 1 =

2 2

1 + cos α - sin α
h 2 =

2 2

1 - cos α - sin α
h 3 =

2 2













                                                 (8) 

The famous Daubechies-4 wavelet system was obtained for 

α=π/3, in this category. This system belongs to a common 

family of wavelets designed by Daubechies (1992) to obtain 

maximum regularity for a given N. In the present research, 

we use the remaining degree of freedom to design a length-4 

wavelet system to effectively detect the outlying 

observations in time series datasets.   

The logic of wavelet-based outlier detection approaches is 

that the estimated fine part of the signal, as a result of the 

discrete wavelet transform, yields the coefficients that are 

expected to be large in magnitude at times where there are 

jumps or outliers in the time series. Our procedure is based 

on designing a wavelet system that provides the best 

performance in magnifying outliers in the fine part of the  

time series being studied. Our process of detecting outliers 

uses the only remaining degree of freedom-the angle α- to 

achieve the optimal results. 

Considering the forward and inverse one-dimensional 

discrete wavelet transforms converting any given signal from 

the time domain to the time-frequency domain and vice 

versa, the images of coarse and fine parts of the observation 

vector in the time domain are computed by multiplying the 

observation vector by two products H2˟H1 and G2˟G1, 

respectively; where H1, H2, G1 and G2 are the forward and 

inverse wavelet transforming matrices consisting of wavelet 

and scaling filter coefficients. Our criterion to distinguish the 

probable outliers is based on the quantity of the elements of 

the image of the fine part. Therefore, the structure of the 

matrix of transformation used for calculating the fine part of 

the time series in the time-space is the key point of the 

optimum wavelet system identification for outlier detection.  

If we consider the vector of observations as an n-by-1 vector, 

the mentioned operator will be a square matrix of order n and 

every element of the detail vector in the time domain is the 

result of inner production of the corresponding row of the 

transformation matrix and the observation vector; 

accordingly, the best wavelet system is the one producing the 

largest peaks located at the positions corresponding to the 

row number of the vector of observations.  The biggest 

element of the jth row of the transformation matrix should be 

the jth member of that row and the others should be close to 

zero. 

Considering the structure of forward and inverse transform 

matrices (Keller, 2004), the fine part of the time series in the 

time-space can be directly computed using the 

transformation matrix G2˟G1 as follows:

 

2 2h +h -h h - h h h h -h h 0 0 h h -h h
1 3 0 1 2 3 1 3 0 3 1 3 1 2

2 2-h h - h h h +h -h h h h 0 0 -h h h h
0 1 2 3 0 2 1 2 0 2 0 3 0 2

2 2h h -h h h +h -h h - h h h h -h h
1 3 1 2 1 3 0 1 2 3 1 3 0 3

2 2-h h h h -h h - h h h +h -h h h h
0 3 0 2 0 1 2 3 0 2 1 2 0 2

2 2h h -h h h +h -h h - h h h h -h h
1 3 1 2 1 3 0 1 2 3 1 3 0 3

-h h h h -h h -
0 3 0 2 0 1

2 2h h h +h -h h h h
2 3 0 2 1 2 0 2

2 2h h -h h 0 0 h h -h h h +h -h h - h h
1 3 0 3 1 3 1 2 1 3 0 1 2 3

2 2-h h h h 0 0 -h h h h -h h - h h h +h
1 2 0 2 0 3 0 2 0 1 2 3 0 2

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

           (9) 

 

 

The optimum wavelet system is obtained for α= -π/4, that 

maximizes the diagonal and minimize the off-diagonal 

elements   of  the   transformation   matrix.   Four      sample  

 

 

 

consecutive rows of the above transformation matrix are 

quantitatively compared in Figure 1. 
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Figure 1. Four sample rows of the transformation matrix G2˟G1, for the designed length-4 wavelets with α=-π/4, (a) the 14th 

row, (b) the 15th row, (c) the 16th row and (d) the 17th row 
 

It can be noted that the format of these rows, with the largest 

peaks located at the positions corresponding to the number 

of the row, is suitable for analyzing the vector of observation 

for detecting the outliers. However, the presence of relatively 

large elements next to the peaks in even rows leads to an 

ambiguity in detecting probable outliers in some cases. This 

ambiguity can be resolved by comparing the suspicious 

observation with the sample mean of the original series 

(Bilen and Huzurbazar, 2002). Since the focus of the present 

research is on the transformation matrix structure, we are 

expected to fix this issue by modifying the transformation  

 matrix. Since this problem is caused by the non-zero off-  

 

diagonal elements of the transformation matrix, it can be 

seen that by choosing α=π/4, these off-diagonal elements are 

exactly the negative value of their corresponding elements in 

the initial transformation matrix. Therefore, the summation 

of these two operators, one obtained for α=-π/4 and the other 

for α=π/4, reproduces a modified operator. 

Figure 2 shows four consecutive rows of the new modified 

matrix in the same order as represented in Figure 1. Again, 

the largest peaks at the positions corresponding to the 

number of rows maintain the capability of detecting outliers; 

at the same time, there is no considerable quantity in the 

neighborhood, making this task uncertain. 

 
Figure 2. Four sample rows of the transformation matrix G2˟G1 for the modified length-4 wavelets (a) the 14th row, (b) 

the 15th row, (c) the 16th row and (d) the 17th row 
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4. Numerical results and discussion  

     Illustrating our modified wavelet-based method, two 

numerical examples are introduced in this section, along with 

comparing the results of applying the conventional wavelet-

based scheme for detecting the outliers as well as with the 

results of using a robust statistical approach known as the 

modified z-score method (Iglewicz & Hoaglin, 1993).  

As the first example, in order to simulate real outliers in the 

example signal, two extreme values (outliers) have been 

inserted to a normally distributed 50 observations at the 32nd 

and 43rd elements, as follows 

L1= [48.1717   36.4532   13.1691   31.2274   32.3586…   

16.1612   21.3550   37.9409   34.7713   40.9037   12.9577…   

38.4884   37.4129   28.8269   54.6555    2.9460   17.5721…   

32.1748   45.2027   44.0752   27.2009   12.2038   47.8418…   

36.5650   25.0295   36.0776   32.0627   23.8036   28.4913…   

14.1925   32.9215 110.6737   22.9883   13.4924   13.5561…   

53.2436   30.0797   25.4254   35.2326   19.5343   18.3316 … 

23.8275 144.7577   57.2185   13.6728   27.3630   21.1187…   

24.7077   27.8293   34.035] 

The second observations are arc-second portion of 50 

direction readings from 1" instrument as the vector of 

observations may contain some outliers. 

L2= [41.9 49.5 42.6 45.5 46.3 45.5 47.2 43.4 44.6 43.3 47.4... 

45.5 46.1 42.6 44.7 43.1 42.5 44.3 44.2 46.1 45.9 46.1 46.3… 

43.6 45.0 45.6 49.5 41.8 42.0 52.0 46.0 44.7 47.5 45.5 … 

44.3 46.2 43.2 43.4 42.8 43.2 43.0 42.2 47.1 46.8 45.7 … 

44.3 44.7 47.6 44.1 45.6] 

At first, the modified z-score method is used to detect the 

probable outliers among the elements of the above vectors. 

In this method, after calculating the median and the median 

of the absolute deviation of the median (MAD), the modified 

Z-Score (Mi) is computed as (Iglewicz and Hoaglin, 1993) 

~
0.6745 X - Xi

M =
i

MAD

 
 
 

                                                (10) 

where, 𝑥̃ is the sample median, and according to Iglewicz & 

Hoaglin (1993), the observations are labeled as outliers when 

M > 3.5
i  with a significance level of 0.0005 and when 

M > 2
i  with a significance level of 0.05, which in the case 

of the first sample, the 32nd and 43rd elements of  

the observation vector are detected as real outliers with   

significance levels of 0.0005, as real outliers and 0.05.  

In the case of the second sample, the 30th element of the 

observation vector and the 2nd, 27th and 30th ones are 

detected as outliers with significance levels of 0.0005 and 

0.05, respectively.  

Now, let us examine the wavelet- usingmethodbased

Daubechies-4, our designed length-4 and finally, our 

modified operator. To decide on suspicious observations, we 

use the threshold limits for wavelet coefficients as proposed 

by Bilen & Huzurbazar (2002), with the difference that these 

limits are transformed to the time-space using inverse 

discrete wavelet transform to match the corresponding fine 

part of the time series in the time-space. 

According to Bilen & Huzurbazar (2002), the threshold limit 

can be estimated based on the results that  

 P max d / σ > 2log n 0 as n
i i i =1:n

       (11) 

(details)coefficientswaveletfor   2
d N 0,σ

i i
The.

normality of the wavelet coefficients is guaranteed by the 

normality of the data used that may be considered the 

limitation of the proposed method.   

The noise level, 𝜎, can be estimated using the mean value of 

absolute deviations of the wavelet coefficients from the 

median and then, the threshold limit, σ 2log n  can be 

computed based on the expressions (11). According to Bilen 

& Huzurbazar (2002), the false detection rates for the 

proposed wavelet-based method is comparable to other 

detection procedures. 

     Figures 3 and 4 represent the images of fine parts of the 

sample observation vectors, L1 and L2, along with their 

corresponding images of the threshold limits in the time 

domain, based on the three above-mentioned wavelet 

systems. In each case, some large peaks fall outside the limits 

as potential outliers. It appears difficult to distinguish actual 

outliers between some adjacent elements falling outside the 

corresponding threshold, except for the outliers detected by 

applying our modified transformation matrix (Figure 3.c and 

Figure 4.c), in accordance with the results of the modified z-

score method. 

 

5. Conclusions 

     In this study, the wavelet-based outlier detection method, 

as a robust non-parametric direct procedure for detection of 

outliers in time series data, has been improved based on the 

property of designing wavelet and scaling filters to achieve 

the following advantages: 

 Non-ambiguity: Unlike other wavelet-based 

methods that use conventional base functions, our 

modified todesigned andwavelet system was

outlierwithcompatibilitymaximumprovide

the inhefixingtask. This led todetection rent 

betweenin choosing the outlierambiguity two 

adjacent suspicious observations without any 

additional decision-making process, which in turn 

resulted in fastness.  

 Perceptibility: The proposed wavelet-based 

procedure was formulated in the same space as the 

original signal exists that led to more 

comprehensible results. The image of the fine part 

of the  observation  vector  was   easily and quickly  
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Figure 3. The images of the fine parts of the sample observation vector L1, along with their corresponding images of 

threshold limits in the time domain based on (a) Daubechies-4 wavelets, (b) the designed length-4 wavelets with α=-π/4 

and (c) the modified length-4 wavelets

 

 

 

 

 

 

 

 
Figure 4. The images of the fine parts of the sample observation vector L2, along with their corresponding images of the 

threshold limits in the time domain based on (a) Daubechies-4 wavelets, (b) the designed length-4 wavelets with α=-π/4 and 

(c) the modified length-4 wavelets 
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matrix ofdesignedtheapplyingextracted by

transformation to the time series. The probable 

outliers were magnified due to the characteristic of 

the designed system, and then compared to the 

estimated corresponding threshold limits that 

ultimately resulted to outlier detection task in a 

visible manner.     

 Prioritization: Regarding the logic of wavelet-based 

outlier detection approaches that was improved in 

the present study, it is expected that among potential 

outliers falling outside the estimated threshold 

limits, the larger the corresponding peak appears in 

the fine part of the observation vector, the more 

likely it is an outlier. 

    The optimally designed transformation operator proposed 

in this research belongs to the length-4 wavelet systems with 

one remaining degree of freedom after satisfying the 

necessary conditions for the existence and orthogonality of 

the base functions. The remaining degree of freedom was 

used to achieve our key goal, which was providing the best 

performance in detecting outliers. However, in order to 

access some systems with other desired properties, there are 

more wavelet systems with additional degrees of freedom 

that can be explored or designed in future.     
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